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The current machine learning algorithms are mainly developed to run on sequential platforms. With the
current exponential growth in data, and the large scale of ML applications, it is becoming critically
important to reduce the execution time and improve the scalability of the ML algorithms. The main goal
of this whitepaper is to highlight the main research challenges that must be addressed to allow high
performance cyberinfrastructure to exploit the emerging big data programming paradigms (MapReduce),
artificial intelligence, machine learning algorithms, and high performance platforms (parallel, distributed
and clusters of GPUs).

Research Challenges
e How to handle large-scale dynamic and heterogeneous data streams?
e The main research problem is here is how to detect accurately the changes in data
streams

e How to develop an intelligent recommender system that tells the user the best Ml algorithm to
use and how it should be configured?

e How to apply parallel/distributed algorithms and big data programming tools to speedup ML
computations?

e How do you validate and benchmark the proposed approach on a wide range of scientific and
engineering applications.

In this white paper, we will discuss ongoing research activities at the University of Arizona to address
these challenges. Figure 1 shows an environment to develop an Intelligent Data Analytics Environment
(IDEA) and Figure 2 shows how to detect changes in the data streams being analyzed. Figure 3 shows an
approach to adopt the M1 algorithm so it can model the recent changes in data streams. The first three
figures can potentially address the first two research challenges.

Figure 4 shows a High Performance Machine Learning Framework (HPMLF) that can overcome the last
two research challenges. The HPMLF will leverage Big Data analytics tools, MapRedue,
parallel/distributed algorithms and high performance platforms (Parallel/distributed systems and GPU
cluster).
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Figure 1. Intelligent data analytics environment.

Task 1: Change Detection | Task 2: Lifelong Learning

* Identify and implement * Use passive learning to leamn
strategies from the non- from data sampled from a
stationary environments non-stationary environment

» Assess change detection Implement and modify the
methods on NSE data state-of-the-art approaches

Task 3: Hybrid Algorithms | Task 4: Recommendations
« Implement approaches from * Provide the Navy sponsor

parts 1 & 2 that use both with recommendations for
passive and active learning algorithm selection based on
Implement the framework in the data stream properties
MOA and system requirements

Task 5: Applications

» Deploy the proposed approaches on data related to cybersecurity
collected by Avirtek, Inc.

» Deliver a demo of the proposed algorithms to the Navy sponsor

Figure 2. Change detection tasks and applications.
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Figure 3. Real-time adaptive machine learning algorithm.
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Figure 4. High performance machine learning framework (HPMLF).



