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1 Introduction

The volume and complexity of multidimensional signals have been growing
exponentially. Analysis of the big datasets collected by various sensors re-
mains a significant challenge for scientists and analysts. There is also a
growing need for real-time analysis of data on Edge in many applications
including emergency response, health care, surveillance, and cybersecurity.
The faster one can harness insights from data, the greater the benefit in
reducing costs, saving human lives, and increasing efficiency will be. While
traditional analyses provide some insights into the data, the complexity, scale,
and multi-disciplinary nature of the data necessitate advanced intelligent so-
lutions. The success of recent data analytics technique based on deep learning
have facilitated progress in a variety of tasks but they command significant
computational complexity and require the availability of a large amount of
labeled data for training.

2 Challenges and needs

Despite all recent advances of deep neural networks, there are currently sev-
eral challenges; firstly, success of recent deep learning approaches for a variety
of vision-based tasks highly depends on the availability of a large amount of
labeled data for training. In many real-world applications, such as natu-
ral disasters and health-care, manually labeling images requires a significant
amount of domain experts’ time that could otherwise be spent on high-level
scientific discovery. Secondly, most successful network architectures (such
as VGG-net[1], Resnet[2]) have improved the performance of various vision
tasks at the expense of significantly increased computational complexity and
as a result, they need several days for training on graphics processing units



(GPUs). In many applications, fast analysis of data is vital. For example,
after natural disasters, if one can reduce the initial response by one day, one
can reduce the entire recovery by a thousand days [3]. Another example is in
health-care; if one detects an elderly fall immediately, one can save his/her
life. Thirdly, several studies have shown that even a limited amount of noise
and perturbation greatly affects the performance of most deep learning tech-
niques [4, 5]. Finally, the interpretability of black box representations of
deep learning has long been the Achilles’ heel of deep learning. It achieves
superior performance at various tasks at the cost of low interpretability.

Critical need: There is a critical need in research community and in-
dustry to develop deep learning algorithms that are fast, unsupervised, less
computational, and less sensitive to the noise.

3 Our vision

To address the aforementioned challenges in deep learning in general, we
propose to devise new methodologies in time-frequency domain based on
multi-resolution analysis. This domain-transformed deep learning approach
has the potential to solve the issues of low training speed, and susceptibility
to noise, as well as the need for large amounts of labeled data. Wavelets pro-
vide several advantages when performing deep learning operations in that do-
main, including sparse representation, multi-resolution, and space-frequency
locality.
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